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Abstract. Linear regression model with function curve regression and error are 

normally distributed with a mean of zero and a deviation of standard sigma 

square. The problems that arise is how form estimate from function curve 

regression. For estimate function curve regression, there are two approaches that 

can be taken used that is approach parametric and approximation nonparametric. 

Approach nonparametric done if there is no assumption form curve regression. 

Function curve regression only assumed loaded in a room dimensionless 

function not up to. Research this aiming for to study series estimator form fourier 

in regression model nonparametric. Next under review selection of optimal 

lambda smoothing parameters with CV and GCV methods. Form of series 

estimator fourier in regression model nonparametric bulk data rain Cilacap 

Central Java in the month January 2010 – Dec 2022 is 𝑔̂𝜆(𝑡) = 𝑏̂(𝜆)𝑡 +
1

2
𝑎̂0(𝜆) + ∑ 𝑎̂𝑘

𝐾
𝑘=1 (𝜆) 𝑐𝑜𝑠 cos 𝑘 𝑡. Next under review selection of optimal 

lambda smoothing parameters if k = 5 then lambda value = 0.001584 and CV 

value = 0.0052237 and GCV = 0.0005400. 
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A. Introduction 

       Fourier series is a regression model nonparametric used in estimate a data pattern in 

the form of trigonometry [3]. Data patterns that can used in fourier series is repeating data 

patterns because nature periodic [2]. Periodic has the meaning namely a condition happen with 

hose fixed time [5],[10]. The condition can called with pattern seasonal or trend where lots 

research that uses periodic data and determines method his research [7],[8]. Rainfall and 

elements other climates have a regular pattern [28],[29]. The pattern caused by the presence of 

condition climate in a particular area. Variables used in this study is rainfall (Y) and time (X). 

Rainfall data pattern that forms a series periodic influenced by time so that time is variables 

that greatly influence rainfall. 

In statistics, to find out the model of the relationship pattern between the predictor variable 

tj and the response variable yj, regression analysis can be used. Assume that paired data (tj , yj) 

follows the regression model.  

yj = f (tj) + εj ,      (1) 

j = 1, 2, …, n. The function f (tj) is a regression curve and εj random error assumed to be 

normally distributed independently with a mean of zero and a variance of σ 2. If in the regression 

analysis the shape of the regression curve is known, then the regression model approach is 

called a parametric regression model [4],[5]. If the data pattern tends to follow a 
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linear/quadratic/cubic model, then the regression approach that is appropriate for the data is 

linear/quadratic/cubic parametric regression [11],[13]. 

In some cases, the response variable can have a linear relationship with one of the predictor 

variables, but the relationship pattern is unknown with the other predictor variables. In such 

circumstances, [25],[26] suggest the use of a semiparametric regression approach. Among the 

nonparametric and semiparametric regression models, the Fourier Series is one of the models 

that has a very special and excellent statistical and visual interpretation [12]. The spline 

estimator is obtained from a penalized least square (PLS) optimization and has high flexibility 

[8],[9]. The Fourier Series Estimator, Kernel Estimator, Spline Estimator in nonparametric 

regression developed by the researchers above, are only for regression models with one 

response variable. In some cases in the real world, cases are often encountered where variable 

measurements are carried out at the same time, so that it will involve a regression model with 

more than one response variable and the response variables are correlated with each other [14]. 

Therefore, in this study, a Fourier series estimator was derived to estimate the nonparametric 

regression curve [11]. The main problem in regression analysis, whether parametric, 

nonparametric or semiparametric regression, is finding an estimate for the regression curve. 

The Fourier series estimator is a very good and popular approximation model for this purpose 

[15]. 

Curve estimators regression This have background background and motivation alone, as a 

approach for the data model. If function 𝑓 ∈ 𝐶 (0, 𝜋) = (𝑓, 𝑓 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑎𝑡 (0, 𝜋) so size 

conformity curve to the data is 𝑛−1 ∑  (𝑦𝑗 − 𝑓(𝑡𝑗))2𝑛
𝑗=1  and size rudeness curve is 

∫
2

𝜋

𝜋

0
(𝑓(2)(𝑡)2 𝑑𝑡. The estimator f is obtained with minimize Penalized Least Square [14],[15] 

𝑛−1 ∑ (𝑦𝑗 − 𝑓(𝑡𝑗))2𝑛
𝑗=1 +  ∫

2

𝜋

𝜋

0
(𝑓(2)(𝑡)2 𝑑𝑡   (2) 

λ are the smoothing parameters and λ > 0. 

To obtain a good regression curve estimate, an optimal selection is required λ and is very 

important. If the Fourier Series is used to estimate the regression curve in (1), then an λ optimal 

value must be selected. Several methods for selecting λ are Unbiased Risk (UBR) [27]. 

Nonparametric regression curve estimation is highly dependent on the smoothing parameters λ 

[28]. 

This study aims to determine the form of the Fourier Series estimator in a nonparametric 

regression model. The properties of the Fourier Series estimator are also investigated. 

Furthermore, the CV and GCV methods will be compared to select the optimal smoothing 

parameters in the Fourier Series estimator λ using rainfall data in Cilacap Central Java in the 

month January 2010 – Dec 2022. 

1. Nonparametric Regression 

 According to [12] nonparametric regression is an approach to data patterns where the 

regression curve shape is unknown or there is no complete past information regarding the shape 

of the data pattern, for example, wind speed data in certain areas where the curve shape cannot 

be determined. Nonparametric regression is used to determine the relationship between 

response variables and unknown predictors. the form of the function and is only assumed to be 

smooth. Nonparametric regression has high flexibility because it is not bound by assumptions 

about the shape of the curve as in parametric regression [13]. [23] suggests the use of 

nonparametric regression because it has good flexibility. Nonparametric regression models can 

be formed in general regression, namely  

( )i i iy f x = + , 1,2,3,...,i n=      (3) 
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with 𝑦𝑖 is the i-th response variable, 𝑥𝑖  is the i-th predictor variable, 𝑓(𝑥𝑖) is the i-th 

nonparametric regression function, and 𝜀𝑖  is the i-th error assumed to be normally distributed 

with zero mean and variance 𝜎2. 

2. Fourier Series Estimators in Nonparametric (One Response) Regression 

Research concerning estimator Univariate (one response) Fourier series, in regression in 

recent years, it has received a lot of attention from several nonparametric regression researchers. 

The Fourier Series estimator in univariate nonparametric regression is generally used when the 

data being investigated has an unknown pattern and there is a tendency for a seasonal pattern 

[21],[22]. Meanwhile, the partial Fourier Series estimator in univariate semiparametric 

regression is used when some of the data tends to have a certain pattern and some of the pattern 

is unknown and tends to be seasonal [12],[16]. 

 Given a regression model nonparametric yj = f (tj) + εj, j =1, 2, …, n. Form curve 

regression f assumed no known and contained in room function continuous 𝑓 ∈ 𝐶 (0, 𝜋). 

Random error εj assumed independent normal distribution with zero mean and variance σ2. 

Since f (t) is continuous on the interval (0, π) so can approached by function F(t), with: 

F (t) = γt +
1

2
α0+ ∑ αi cos itK

i=1  ,    (4) 

where γ, α0, α1, I = 1, 2, …, K are model parameters. 

3. Fourier Series Estimator in Nonparametric (Multi Response) Regression 

According to [20], [21], estimate to 𝑓(𝑥) is 𝑓𝜆(𝑥) a smooth estimator. The general form of 

the th-order spline regression 𝑚is as follows:  

0

1 1

( )
m N

j m

j j k k

j k

y x x K   + +

= =

= + + − + 
 

With using observation data as much as 𝑛, then the matrix form of equation (5) is 

𝑦 =  𝑋1𝛿1 + (𝑋 − 𝐾)𝛿2 + 𝜀                  (6) 

For reason simplicity, then matrix (6) can written return become 

𝑦 =  𝑋𝛽 + 𝜀                                        (7) 

In relation to the estimation curve smooth 𝑓(𝑥), that has the optimal smoothing parameter 

value (𝜆), then to choose the 𝑓(𝑥)best estimator among the estimator class 𝐶(𝛬) = {𝑓𝜆: 𝜆 ∈
𝛬, 𝛬 = index set}. The index set is a set that contains indices. With using the spline regression 

model as estimate curve smooth 𝑓𝜆, the equation is adjusted to become𝑏𝜆 = 𝛽̂𝜆 

𝑏𝜆 = (𝑋′
𝜆𝑋𝜆)−1𝑋′

𝜆 𝑦      (8) 

with  𝑋𝜆 is the design matrix of the model that forms the estimation model 𝑓𝜆 with 𝜆 the optimal 

one. In this case, 

𝑓𝜆 = 𝑋𝜆𝑏𝜆  = 𝑋𝜆(𝑋′
𝜆𝑋𝜆)−1𝑋′

𝜆 𝑦 = 𝐻𝜆 𝑦 

𝜆 ∈ 𝛬       (9) 

It should be noted  𝐻𝜆  that  𝐻𝜆 = 𝑋𝜆(𝑋′
𝜆𝑋𝜆)−1𝑋′

𝜆 .it is symmetric, positive definite, and 

idempotent. For get curve smooth which has optimally using 𝜆 as much observation 𝑛 data as 

possible, a universally acceptable performance measure of the estimator is required. 

4. Quadratic Spline Regression 

According to [23] the quadratic spline function ik is a second-order spline function. The 

quadratic spline function ik with one knot point K can be presented in the form 

(5) 
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2 2

1 0 1 2 3( ) ( )f x x x x K    += + + + −  

This function can also be presented as 

2

0 1 2

1 2 2

0 1 2 3

( )
( )

x x
f x

x x x K

  

    +

 + +
= 

+ + + −

,

,

x K

X K



  

Spline function with four knot points on (x = K1, x = K2, x = K3, x = K4) 

1 1 1 1

4 0 1 2 1 3 2 4 3 5 4( ) ( ) ( ) ( ) ( )f x x x K x K x K x K     + + + += + + − + − + − + −  

5. Selection of the Best Estimation Model 

 Knot points can affect the performance of the model produced in spline regression. 

Therefore, the selection of the knot point location is very important in forming a spline 

regression model. Choosing the right knot point location will give good results and can affect 

the error value in the spline regression model obtained. One method that can be used to 

determine the optimal knot point is the method cross validation (CV) and generalized cross 

validation (GCV). [1],[6] 

a. Generalized Cross Validation  

 According to [12], Generalized Cross Validation (GCV) is a modification of cross 

validation (CV). Cross validation (CV) is a method for selecting a model based on the 

predictive ability of the model. 

Furthermore, to select the λ optimal smoothing parameters using the GCV method, the 

equation used is as follows: 

( )
( )( )

( )

2

1

2
1 1

1

ˆ

1

n
i i

n
i

ii

i

y g t
GCV n

n a






−

= −

=

−
=

 
− 

 




 

The model form of CV is as follows: 
2

1

1

( )

1

n
i i

i ii

y f x
CV n

g

−

=

 −
=  

− 


 
with gii being the i-th diagonal element of the matrix G. 

[24],[25],[26], Equations GCV is obtained by replacing 1-gii in equation (13) with 

∑  𝑔𝑖𝑖
𝑛
𝑖=1 = 𝑛−1𝑇𝑟(𝐼 − 𝐺). The value of Tr (I – G) is the sum of the diagonal elements of the 

matrix (I – G). The GCV function is defined as: 
2

1
1

1 2
1

( )

( )

( ( )

n
i i

i

n

i

y f x
CV

n Tr I G

MSE
CV

n Tr I G

−
=

−
=

 −
=  

− 

=
−




 

with n -1 Tr (I –G) < n and G = W(W T W) -1 W T. 

B. Method 

   Methodology study in the form of studies library and study case. In the study library done 

assessment about Fourier Series estimators and regression nonparametric which has been 

conducted by researchers. Furthermore, it will Fourier series estimator formation model was 

built and its application to rainfall data rain. Most of the study conducted in the Department 

Mathematics, BMKG Cilacap Central Java. 

(10) 

(11) 

(13) 

(14) 

(12) 
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C. Results and Discussion 

1. Application Fourier series on rainfall data rain in the city Cilacap with Method, CV and 

GCV 

In this study, an application was conducted to provide an overview of the Fourier Series 

regression model. The application in this study was conducted to evaluate the goodness of the 

GCV and CV methods. [17],[18],[19] The reliability of the measurement is based on the 

smallest value obtained in the GCV and CV methods using Veiten Software. The form of the 

series estimator fourier in regression model nonparametric bulk data rain Cilacap Central Java 

in the month January 2010 – Dec 2022 is 𝑔̂𝜆(𝑡) = 𝑏̂(𝜆)𝑡 +
1

2
𝑎̂0(𝜆) + ∑ 𝑎̂𝑘

𝐾
𝑘=1 (𝜆) 𝑐𝑜𝑠 cos 𝑘 𝑡. 

 
Figure 1. Plot (ti, yi) with n = 30, σ2 = 0,1 

 
Figure 2. Plot (ti, yi) with n = 100, σ2 = 0,1 

2. Selection of the Best Estimation Model 

[1],[27],[28], Next, the selection of optimal smoothing parameters λ is selected using the 

GCV and CV methods which have previously been studied in sub-chapter 1.5. The plot (ti, yi) 

of the Fourier Series estimator for trigonometric functions g(t) using the CV method with n = 

100, σ2 = 0,1 and K = 5 is presented in Figure 3 as follows: 
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Figure 3. Plot (ti, yi), and Fourier series estimator with CV method for n = 100, σ2 =0,1 and K = 5 

Furthermore, to select the λ optimal smoothing parameters using the GCV method, the 

equation used is as follows: 

( )
( )( )

( )

2

1

2
1 1

1

ˆ

1

n
i i

n
i

ii

i

y g t
GCV n

n a






−

= −

=

−
=

 
− 

 




 
Given the plot (ti, yi) of the Fourier Series estimator for trigonometric functions g(t) using 

the GCV method with n = 100, σ2 = 0,1 and K = 5 is presented in Figure 4 as follows: 

 

 Figure 4. Plot (ti, yi), and Fourier series estimate with GCV method for n = 100, σ2 = 0,1 and  

K = 5 

Evaluation of the goodness of CV and GCV methods in selecting smoothing parameters λ 

is reviewed based on the smallest value produced by each method. The following data results, 

for the λ optimal values of CV and GCV are presented in Table 1 as follows: 

Table 1. λ optimal values of CV and GCV in the Fourier series estimator where n = 30, n = 100, σ2 = 

0,1 and K = 5, K = 20 

n var k 
CV Method GCV Method 

λ Optimal CV λ Optimal GCV 

30 

0.1 

5 0.077352 0.0040737 0.010822 0.01583 

20 0.043624 0.0219820 0.003099 0.0336500 

100 

0.1 

5 0.079471 0.0052237 0.001584 0.0005400 

20 0.043365 0.0203590 0.003076 0.0334470 

Overall, if the value of K is greater, it will give a greater value for both methods, CV and 

GCV for sample sizes n = 30, n = 100, σ2 = 0,1 and K = 5, K = 20. So from these two methods, 
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the CV method and the GCV method on the Fourier Series estimator in nonparametric 

regression can be seen in Table 1. 

D. Conclusion 

Based on the application results for n = 30, n = 100, σ2 = 0,1 and K = 5, K = 20, it is obtained 

that the value of the CV method and the GCV value in each model. For the GCV value is smaller 

than the CV value in each model. The greater the value of K, the greater the CV and GCV 

values. It can be concluded that the selection of λ optimal smoothing parameters of the GCV 

method is better than and CV. Fourier Series estimator in nonparametric regression 𝑔̂𝜆(𝑡) =

𝑏̂(𝜆)𝑡 +
1

2
𝑎̂0(𝜆) + ∑ 𝑎̂𝑘

𝐾
𝑘=1 (𝜆) 𝑐𝑜𝑠 cos 𝑘 𝑡. 
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